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• Supervised learning 
is a subcategory of
machine learning
where every data
point is labeled

• We briefly discuss
the terms used
during our 
presentation
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Semi-Supervised 
Learning

• This is typically
done by using 
teacher-student 
learning or 
consistency training

• For semi-supervised
learning, we learn
representations on 
the unlabeled data
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• This is achieved by 
formulating each
data point as a 
numerical value for 
the selection metric

• Active learning 
iteratively queries 
data points for 
labeling from the 
unlabeled data pool



Motivation

• There were 10K hours for determining the categories
present in each image, 20K for using point annotations
for each object present, and over 55K for creating
segmentation masks

- Microsoft coco: Common objects in context

• Annotation and quality control required more than 90
minutes on average for a single image in Cityscapes
dataset

- CityScapes
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• Semi-supervised
learning can 
effectively utilize 
unlabeled data for 
better learning

• Data labeling is very
expensive and time 
consuming

Our motivation 
towards combining 
semi-supervised
learning with active 
learning is two-fold:



Semi-Supervised Learning for 
Semantic Segmentation

6

StudentStudent

Labeled Data Ground Truth

• At every mini-batch 
iteration, labeled 
data is used for 
learning with cross-
entropy loss

• Typical student 
teacher learning for
semi-supervised 
learning works in the 
following manner
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StudentStudent

Labeled Data Ground Truth

Teacher

• Which is identical to 
the student network 
and updated via by 
exponential moving 
average framework

• The newly updated
student weights are 
then passed to the 
teacher network
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StudentStudent

Labeled Data Ground Truth

Teacher

Un-Labeled Data Pseudo Labels

• The teacher 
network is then 
used to predict 
pseudo labels on 
the unlabeled data
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StudentStudent

Labeled Data Ground Truth

Teacher

Un-Labeled Data Pseudo Labels

• The unlabeled data 
also undergoes
heavy data
augmentation to 
boost learning

• These pseudo labels 
are then used for
learning by selection 
via corresponding 
prediction confidence
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StudentStudent

Labeled Data Ground Truth

Teacher

Un-Labeled Data Pseudo Labels

Mini Batch

Epoch

Cycle

• These labeled data
points, within the 
unlabeled data, act as 
supervised labels 
during the next cycle

• At the end of the cycle, 
the network’s confidence 
of per-pixel prediction is
selected as a metric for
querying data points for
labeling

• This pipeline is
repeated every 
mini-batch iteration 
for every active 
learning cycle



S4AL+
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Observation 1: Training with teacher-student pseudo labeling at every mini-batch 
iteration is very time and GPU resource consuming, especially for semantic segmentation 

Observation 2: Exponentially moving average based teacher-student learning remains 
sensitive to underlying class distributions observed by the student 

Observation 3: Training separately on images from the labeled and unlabeled data, while 
the unlabeled data undergoes heavy augmentations, skews batch normalization 

• We make three key
observations during
this entire process
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Observation 1: Training with teacher-student pseudo labeling at every mini-batch 
iteration is very time and GPU resource consuming, especially for semantic segmentation 

Observation 2: Exponentially moving average based teacher-student learning remains 
sensitive to underlying class distributions observed by the student 

Observation 3: Training separately on images from the labeled and unlabeled data, while 
the unlabeled data undergoes heavy augmentations, skews batch normalization 

Solution: Approach self-training as a potential solution for semi-supervised learning

Solution: Combat class imbalance by accounting for long-tail classes

Solution: Ensure all images during a mini-batch iteration are seen jointly by the 
network

• We then formulate 
a solution that 
strives to solve 
every observation
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StudentStudent

Labeled Data Ground Truth

Self-Training

Xie, Q., Luong, M.T., Hovy, E. and Le, Q.V., 2020. Self-training with noisy student improves imagenet classification. 

In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition (pp. 10687-10698).

• In self-training, we 
learn the entire 
model on all
available labeled
data points

• We replace mean 
teacher-based 
teacher-student 
learning with self-
training
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StudentStudent

Labeled Data Ground Truth

Teacher

Un-Labeled Data Pseudo Labels

Self-Training

Xie, Q., Luong, M.T., Hovy, E. and Le, Q.V., 2020. Self-training with noisy student improves imagenet classification. 

In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition (pp. 10687-10698).

• These pseudo labels 
are thresholded based
on corresponding 
confidence for
prediction 

• This trained student 
now acts as a teacher 
for predicting one-shot 
pseudo labels for all 
unlabeled data points
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StudentStudent

Labeled Data Ground Truth

Teacher

Un-Labeled Data Pseudo Labels

Self-Training

Xie, Q., Luong, M.T., Hovy, E. and Le, Q.V., 2020. Self-training with noisy student improves imagenet classification. 

In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition (pp. 10687-10698).

• This involves moderate 
data augmentation but 
removes the need for
querying every mini-
batch iteration

• We can now jointly
train labeled and 
unlabeled data, 
with thresholded 
pseudo labels
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StudentStudent

Labeled Data Ground Truth

Teacher

Un-Labeled Data Pseudo Labels

Mini Batch

Epoch

Cycle

Self-Training

Xie, Q., Luong, M.T., Hovy, E. and Le, Q.V., 2020. Self-training with noisy student improves imagenet classification. 

In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition (pp. 10687-10698).

• However, we have 
reduced the training time
by removing the need to 
query and threshold 
pseudo labels every mini-
batch iteration

• The entire process 
repeats multiple 
times depending on 
the active learning 
budget
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Representation Learning

N
w

• At the same time,
we also investigate 
on how to improve 
learning for tail
classes
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Representation Learning

N
w

Cross-Entropy Loss

• Most approaches 
rely solely on using
cross entropy loss
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Representation Learning

N
w

Cross-Entropy Loss ? • This is due to cross
entropy loss working 
on a per-pixel basis
throughout the entire
training

• However, cross-
entropy loss fails to 
consider
similar/different cues
within the same region



S4AL+

20

Representation Learning

• Cross-Entropy Loss
• Regional Contrast

Loss (ReCo)

Liu, S., Zhi, S., Johns, E. and Davison, A.J., 2021. Bootstrapping semantic segmentation with regional contrast. arXiv 
preprint arXiv:2104.04465.

• ReCo works by efficiently
selecting regions within 
same and different 
images to maximize 
improving class-wise
representations

• We add a second 
decoder head, 
alongside prediction, 
to learn class-wise 
embeddings

• We boot-strap cross 
entropy with 
regional contrast 
loss during our
training
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Aneesh Rangnekar, Christopher Kanan, and Matthew Hoffman. Semantic segmentation with active semi-

supervised learning. IEEE/CVF Winter Conference on Applications of Computer Vision, 2023

Xie, S., Feng, Z., Chen, Y., Sun, S., Ma, C. and Song, M. Deal: Difficulty-aware active learning for semantic 

segmentation. Asian Conference on Computer Vision, 2020

• We effectively reduce the 
number of active learning 
cycles required for 
achieving near-supervised 
performance by a 
significant margin

• We observe that our 
approach, combining self-
training and 
representation learning 
outperforms existing 
active learning 
approaches
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• Active Learning
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• In the first case, top 
row, our method can 
successfully detect a 
stop sign which 
previous method
struggles to predict

• We observe, our
approach results in
better predictions 
than the previous 
approach

• We also show some 
qualitative 
examples on the 
CityScapes dataset
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• Semi-Supervised Learning:
• CityScapes
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• achieves similar or 
better performance 
with minimal efforts,
except in the extreme 
limited labeled data
case (1/16)

• Against multiple state-
of-art approaches that 
use complex 
mechanisms, our 
approach

• We also benchmark 
our approach on 
semi-supervised
learning on the 
CityScapes dataset
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• Does representation learning help?
• CityScapes
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• ReCo improves the overall 
network performance, which 
in turn improves pseudo 
labels, and queries truly 
informative samples for
labeling throughout active 
learning

• We further study the 
importance of using 
ReCo alongside cross
entropy for learning
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• Future Work
• Knowledge Distillation
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• Thus, we believe that using a 
strong encoder for initial
learning and then down
streaming during active 
learning cycles would result in 
the best-of-both-worlds
performance

• We observe that the 
quality of predictions 
differs as the encoder
changes (from 
MobileNet-v2 to 
ResNet)

• Finally, we present 
our idea of future 
research with this
work



Thank you for watching!
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